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Streszczenie

Artykul syntetyzuje stan rozwoju Al na progu 2026 roku i argumentuje, ze gtéwny
kierunek postepu przesuwa sie z ilosciowego skalowania modeli ku jako$ciowej dojrzato-
§ci systemowej. Analizuje trzynascie obszaréw badawczych (m.in. continual learning,
optymalizacja kompresji wiedzy, test-time compute, modele §wiata, agentowos¢ i multimo-
dalnos¢) oraz ich konsekwencje dla niezawodnosci i bezpieczenstwa Al. Teza zasadnicza
brzmi czy kluczowym wyzwaniem nadchodzacych lat jest dalszy wzrost sprawnosci
poznawczej, czy domkniecie luki miedzy rosnacg sprawczos$cia modeli a mozliwo$ciami
ich interpretacji, diagnozy i kontrolowalnosci. Pokazuje, ze granica ,lepszego Al” staja sie
nie tylko dane i architektury ale réwniez koszty energii oraz infrastruktura obliczeniowa,
ktore nadajg rozwojowi wymiar geopolityczny. Esej zamykam dyskusja o granicach an-
tropomorfizacji i o tym jak zmienia si¢ ludzka podmiotowosé w $wiecie optymalizowanym

przez algorytmy o nadludzkiej wydajnosci wnioskowania.

Stowa kluczowe: AGI, continual learning, metamyslenie, modele $wiata, interpretowalnosé

Al scaling laws, agentowosé, bezpieczenistwo Al, Open Source.

*W artykule tym AI pomagalo w zakresie: thumaczenie zawitych tekstow i pojeé¢ na j. polski (DeepL).
Oryginal powstal w j. polskim, a przettumaczyl go na jezyk angeilski Claude Code wspomagany modelem
Opus 4.5 (reczna korekta). Al uzyte bylo rowniez do sprawdzania literéwek i btedéw w pisowni. Gemini-3-
Pro-Flash do redakcji niektorych zdan w zakresie stylistyki. Overleaf z wtyczka do LLM jako edytor LaTeX —
wskazowki poprawy stylistyki tekstu. Research za pomoca wyszukiwarek powered by Al. Do zrozumienia, na
przestrzeni catego roku, publikacji zrodtowych wykorzystano OpenAl ChatGPT od 4 do 5.2 oraz rodzine
modeli Gemini 3. Szablon blogu powstal za pomoca Claude Code (vide coding i reczna korekta). Wszystkie
pomysly na kategoryzacje, przemyslenia oraz rozwiniecie tematu wymyslone przez cztowieka i napisane ludzka

reka.
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1 Wstep

Dotychczasowy paradygmat oparty na wyktadniczym zwickszaniu mocy obliczeniowej i ilosci
danych treningowych zderza sie z nowymi barierami zaréwno technologicznymi, jak i fizycz-
nymi. Przechodzimy z etapu fascynacji mozliwosciami generatywnymi (cho¢ jestem pewien,
ze w tym roku zostaniemy wielokrotnie zaszokowani umiejetnosciami modeli GenAl, czy
nowym otwarciem w robotyce) do fazy, w ktorej kluczowa staje sie niezawodnosé, efektywnosé
energetyczna oraz zdolno$é systemoéow do cigglej adaptacji. Przechodzimy z ery skalowania w
ere badan i optymalizacji oraz zwiekszania jakosci nie przez rewolucyjne dziatania, a przez

efekt ciagtego doskonalenia.

9

Nalezy jednak uczciwie odnotowac, ze teza o wyczerpaniu si¢ paradygmatu ,brutalnego’
skalowania (brute-force scaling) pozostaje w 2026 roku przedmiotem ostrego sporu. Glosy
takie jak Leopolda Aschenbrennera [1| przekonuja, ze scaling laws wecale nie wyhamowaly, a
jedynie zmienity ,paliwo” — z surowych danych internetowych na gigantyczne ilosci danych
syntetycznych oraz potezne zasoby obliczeniowe poswiecone na samo wnioskowanie (test-time
compute). Z tej perspektywy droga do AGI nie wiedzie przez algorytmiczna elegancje, lecz
przez budowe klastrow wartych setki miliardéow dolaréw, ktére sama masa krzemu i energii
przesuwaja granice inteligencji. Stoimy wiec przed pytaniem: czy w wyscigu o prymat zwyciezy

system najbardziej ,sprytny” czy ten, za ktorym stoi najwieksza elektrownia atomowa?

Nie przypadkowo w tytule uzytem bezpiecznego dla mnie okreslenia ,lepszego AI” poniewaz
moim zdaniem rok 2026 zmusza nas do powrotu do definicji minimalnego AGI (Minimal
AGI). Shane Legg z Google DeepMind [2] definiuje je jako moment, w ktoérym system potrafi
wykona¢ kazde zadanie poznawcze, jakie jest w stanie wykonaé cztowiek. Nie szukamy juz
tylko geniusza rozwiazujacego zagadki matematyczne, a szukamy ,przecietnosci’, ktora jest
uniwersalna. Nie pytamy juz, czy AGI jest mozliwe, ale na ktérym poziomie tego spektrum
sie znajdujemy. Przypominamy sobie bowiem ,wpadki"wielkich graczy Al, ktorych modele co
prawda potrafity rozwigzywac ztozone problemy matematyczne, jednocze$nie potykaly sie na
prostych zadaniach typu ,policz libcze r w wyrazie strawberry"(cho¢ nie jest to najlepsze
zadanie dla LLM’a ale obnaza jego obecne AGI).

Ostatnie kilka tygodni i przejécie w rok 2026 sktonito mnie do refleksji nad przemijajacymi
dokonaniami Al oraz przysztoscig czyli tym co moze przynies¢ nam kolejny rok. Im dtuzej
pisatem ten artykul, tym wiecej pojawiato sie w mojej glowie pytan, przemyslen i watpliwosci.
Czy to wyzwania obecnego roku, czy moze roadmapa na kolejne kilka, a moze kilkanascie
lat? A przeciez tyle mowi sie obecnie o AGI. Najwieksi tego swiata, firmy produkujace znane
systemy Al licytuja sie w przewidywaniu daty nadejscia super inteligencji - za rok, za pie¢, za
dziesie¢ lub wcale (nie ma jednoznacznosci w tym zakresie). Czy zatem wiedza oni co$ czego
my zwykli $miertelincy, uzytkownicy Al, nie widzimy? Czy wielkie amerykarnskie i chiniskie
laby skrywaja przed nami AGI - super inteligencje, ktéra w przysztosci rozwiaze najwieksze

problemy tego $wiata? A moze spodziewajac sie widma nachodzacej kleski realizacji AGI
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zawezili dla niej wymagania do zaledwie rozwiazywania waskiego rodzaju zadan np. bycia
madrym chatem na poziomie wykladowcy akademickiego (czesty slogan tworcow Al - ;model
na poziomie doktora")? Pozniej naszto mnie kolejne wazniejsze pytanie - jak bedzie wygladata

ludzka przysztosé za kilka, kilkanascie lat?

Nie mam jednak watpliwosci, ze temat AGI jest ostatnio bardzo modny. Czesto nie jest
jednak dogltebnie analizowany. Wyrazane sa ogolne stwierdzenia, w ktorych brak szerokiej
analizy stanu obecnego Al. Prezentowane sg opinie bez konkretnej definicji wymagan AGI,
stanu docelowego. Definiuje sie kolejne pojecia ASI (Super Intelligence), ktore jeszcze bardziej
zaciemniajg obraz. Moim zdaniem ze szkoda dla Al, dla zrozumienia czym ono jest i dokad
zmierzamy. Rzadko mowi sie tez o wyzwaniach, problemach i kierunkach prac dzisiejszej
sztucznej inteligencji. Widzimy jednak postep, wiekszo$¢ z nas doswiadcza Al i jest odbiorca
korzysci jakie daje ta technologia. Postep ten z dnia na dzien przyspiesza. To nie sa juz
drobne kroczki a siedmiomilowe kroki. Mam wrazenie, ze na poczatku 2026 roku kazdy dzien
przynosi wicksze zmiany niz tygodniowy postep w 2024. Jednoczesnie, zgodnie z tym co
twierdza tworcy LLM Arena, najlepsze modele pozostaja na topie $rednio 35 dni, spadaja
poza TOP5 w przeciagu pieciu miesiecy. Claude 3 Opus, wprowadzony w marcu 2024, plasuje
sie obecnie na 139 miejscu listy LLM Arena.

Wejscie w rok 2026 przynosi twarde dowody na to, ze bariera ztozonosci zadan, ktore
stawiamy przed Al, systematycznie maleje. Wystarczy spojrze¢ na benchmark FrontierMath
Tier 4 |3] uchodzacy za bastion nierozwiazywalnych probleméw matematycznych. Z 48 bardzo
trudnych zadan, az 14 ulegto mocy flagowego modelu OpenAl, GPT-5.2 (Pro) (stan na
11.01.2026). Jestem wrecz pewien, ze w tym roku uda sie rozwiazac kolejne zadania ze zbioru
FrontierMath. Obstawiam, ze przekroczymy ponad 50% rozwigzan. Z najnowszych osiggnieé,
wlasciwie w trakcie pisania tego esseju, zaskakuja nas kolejne informacje z obszaru matematyki
badawczej. Na erdosproblems.com odnotowano przypadek, w ktérym model z rodziny GPT-
5.2 doprowadzit (w petli z cztowiekiem oraz formalizacja w Lean) do rozstrzygniecia kilku
probleméw Erdésa. Co istotne, sukces nie wynikat z ,magicznej intuicji” jednego promptu,
tylko z procesu. Barierg nie byta juz sama ,moc obliczeniowa”’, tylko kontrola halucynacji
i domykanie luk w dowodzie przez iteracyjna krytyke oraz wsparcie procesem formalnego
dowodzenia. Nawet jesli czeé¢ takich ,rozwiazan” bywa pozniej zredukowana do odnalezienia
wyniku w literaturze albo doprecyzowania niejednoznacznej tresci zadania, sam fakt, ze petla
LLM — poprawki — formalizacja dziala w praktyce, przesuwa granice tego, co uznajemy
za wykonalne przez Al w 2026 roku. Jestesmy u progu nowej rewolucji przemystowej. O ile

poprzednia zastapila ludzkie miesnie, obecna zastepuje funkcje mozgu.

Kolejna ewolucje obserwujemy w benchmarku ARC-AGI-2 [4]. Rok 2025 rozpoczynalismy
z wynikiem na granicy kilku procent, by zamknaé¢ go z catkiem imponujaca skutecznoscia
na poziomie 54.2% (rowniez model OpenAl, GPT-5.2 (Pro)) i propozycja nowego testu
ARC-AGI-3 [5]. Porownywanie modeli na czesci znanych benchmarkéw GPQA Diamond,
HMMT, AIME 2025, MMMLU przestaje mie¢ moc dyskryminacyjng (wyniki powyzej 90%).

Testy te co najwyzej moga stuzy¢ jako tzw. sanity check do weryfikacji jakosci treningu. Moga
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potwierdzaé¢, ze model nie ulegt degradacji (regresji) i nie ,zapomnial” fundamentalnych zasad

logiki w wyniku bledu inzynieryjnego.

A co z vibe? Rozwijaja sie vibe-coding, vibe-designing (muzyka, grafika). Pamietam swoje
pierwsze proby wspotpracy z agentami do kodowania. Zwykle ilos¢ czasu poswieconego na
poprawianie btedow agenta byta wicksza niz pisanie od zera. By¢ moze to moja nieudolnosé,
brak wiedzy. Sytuacja zmienita sie jednak pod koniec roku. Kolejne rozwigzania wspaniale
speliaja swoje zadanie. Moze nie idealnie, ale zauwazalnie lepiej. Pomagaja nie tylko
zawodowcom ale rowniez tym, ktorzy nigdy w zyciu nie podjeliby sie programowania. Nawet
ortodoksi kodujacy ,,0d zera” np. Linus Torvalds wspomina o realnych korzysciach z uzycia Al
do pisania kerneli Linux’a. To jednak nie koniec. Kiedy OpenAl definiuje poziomy dojrzatosci
Al stawiajac jako cel poziom pigty ,Organizations: Al that can do the work of an organization”
pojawiaja sie pierwsze rozwiazania na vibe business np. Atoms.dev [6]. Jest to srodowisko
programistyczne oparte na koncepcji ,, Al Team”. Pozwala ono przeksztalca¢ naturalne opisy
pomystéow w gotowe produkty cyfrowe. Atoms buduje ,wirtualny” zespot deweloperski, w
ktorym autonomiczne jednostki dzielg prace na etapy planowania, projektowania architektury,
pisania kodu full-stack oraz wdrazania i testowania. Wszystko praktycznie z minimalnym

udzialem czlowieka.

W niniejszym artykule zdefiniowalem trzynascie obszaréw, ktére moim zdaniem zadecyduja
o dalszym postepie Al, ale tez o tym jak bedzie wygladata przysztosé relacji cztowiek-
technologia a tym samym jak bedzie wygladal §wiat. Od ,data wall” i koniecznosci wyjscia poza
ludzkie dane, przez wyzwania zwigzane z pamiecia i wnioskowaniem na metapoziomie, az po
budowanie podwalin przyszlej symbiozy cztowieka z maszyna. To kilka kierunkéow do tego, by
Al przestato by¢ jedynie statycznym archiwum wiedzy a stalo sie dynamicznym, rozumujacym
systemem zdolnym do czegos wiecej niz sprytne odtwarzanie. W artykule powotuje sie na
najnowsze publikacje definiujac nimi stan obecny zagadnien i jednocze$nie punkt wejscia w
rok 2026. Opisane punkty pozwola mi systematycznie sledzi¢ rozwoj technologii w drodze
do lepszego AI (AGI). Nie ma jednak rézy bez kolcow. Idealne Al i cheé zaadresowania
wiekszosci tych punktoéw spowoduje, ze Al bedzie znacznie silniejsze od czlwieka. Co zatem z
bezpieczenstwem, interpretowalnoscia, przysztym swiatem? To pewnie temat juz na zupelnie

inny artykul. Miejmy to jednak na uwadze.
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2 Ciagle uczenie i adaptacja (continual learning)

Najbardziej zdradliwa cecha wspotczesnych modeli nie jest brak ,inteligencji”, tylko jej
nieréwny jakosciowo charakter (jagged intelligence). Jak to rozumie¢? Skrajna bieglosé
obok zaskakujaco prymitywnych btedéow. Prawdziwa metryka 2026, jak wspomina Demis
Hassabis z DeepMind |[7], bedzie wiec spéjnosé i niezawodnosé, a nie kolejne punkty na
benchmarkach. Jak poméc Al w samodoskonaleniu (adaptacji, ,w locie”, do nowych zadan)
przy jednoczesnym do$wiadczaniu wielu przeszkodod takich jak model drifting, catastrophic
forgetting, contamination (jak oceni¢ nowa informacje), niewystarczajaca moc obliczeniowa,
skutecznos¢ metod?

Jedna z takich opcji jest ciagle uczenie [§] [9]. Continual learning (CL) to paradygmat
odchodzacy od statycznego modelu trenowania na zamrozonych zbiorach danych na rzecz
systeméw dynamicznych, ktore ewoluuja wraz z naptywajacymi informacjami. W kontekscie
LLM (Large Language Models), wyzwanie to polega na efektywnej adaptacji do zmieniajacych
sie dystrybucji danych bez koniecznosci kosztownego trenowania modelu od zera za kazdym

razem, gdy pojawig sie nowe fakty, regulacje prawne czy preferencje uzytkownikow.

Zgodnie z najnowszymi analizami, CL. w swiecie wielkich modeli jezykowych realizuje sie w

dwoch gtownych kierunkach:

e Ciaglos¢ wertykalna (vertical continuity): polega na stopniowym przechodzeniu
od ogoélnych zdolno$ci modelu do wysoce specjalistycznych kompetencji. Proces ten obej-
muje trzy etapy: ciagte douczanie wstepne (Continual Pre-Training — CPT), adaptacje
domenowg (Domain-Adaptive Pre-training — DAP) oraz ciagle dostrajanie instrukcyjne
(Continual Fine-Tuning — CFT).

e Ciaglos¢ horyzontalna (horizontal continuity): skupia sie na zdolnosci modelu do
adaptacji w czasie i w poprzek réznych domen, pozwalajac mu na przyswajanie nowych

trendow i faktoéw przy jednoczesnym zachowaniu wiedzy historyczne;j.

Kluczowa bariera technologiczna pozostaje tzw. katastrofalne zapominanie (catastrophic
forgetting). Zjawisko to wystepuje, gdy model podczas nauki nowych informacji nadpisuje
parametry odpowiedzialne za wczesniej nabyte umiejetnosci, co prowadzi do gwattownego
spadku wydajnosci w starych zadaniach. Rozwigzania CL maja na celu stworzenie mechani-
zmow ukierunkowanej adaptacji”, ktore sa znacznie bardziej wydajne zasobowo pozwalaja
na aktualizacje modelu przy utamku kosztéw obliczeniowych pelnego treningu.

Wyzwania, ktore stoja przed nami, a ktore sa juz po czesci adresowane w badaniach mozna

podzieli¢ na cztery kategorie:

A. Architektura — dynamika architektury — czy warunkiem do doskonatosci i uzyskania
AGI jest umiejetnosé zmiany struktury fizycznej modelu?
Czy pozostaniemy przy MoE (Mixture of Experts) [10] pozwalajace modelowi na dyna-

miczny wybor wyspecjalizowanych ,ekspertow” (podsieci) dla kazdego przetwarzanego
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tokena. A moze przy Mizture-of-Depths |11] zakladajace, ze model decyduje dyna-
micznie, ktore tokeny wymagaja pelnego przetworzenia przez warstwy transformera, a
ktore moga je pomina¢. Rozwiazanie takie pozwala na powiedzmy ,inteligentne” aloko-
wanie mocy obliczeniowej w czasie rzeczywistym. Oznacza to przejscie od sztywnego
przetwarzania w taki sam sposob kazdego elementu danych do architektury, ktora
uczy sie selektywnie angazowa¢ swoje zasoby tylko tam, gdzie wymaga tego ztozonos¢
informacji. Czy w najblizszym czasie bedziemy obserowaé¢ bardziej radykalne odkrycia,

ukierunkowane na czesciowg lub catkowitg zmiane architektury modelu ,w locie™?

B. Trening - jak dynamicznie zmienia¢ umiejetnosci modelu po jego wdrozeniu wykorzy-
stujac techniki treningowe?
W 2025 roku pojawiaja sie pierwsze konkretne mechanizmy trwatej adaptacji modeli na
przyktad Self-Adapting Language Models (SEAL) [12]. W metodzie tej LLM generuje
wlasne dane treningowe (,self-edits”) i wykorzystuje je do aktualizacji swoich wag za
pomoca petli reinforcement learning (RL). Dzieki temu model trwale uczy sie nowych
informacji bez koniecznosci treningu od zera. Krok w strone LLM-6w, ktoére faktycznie
aktualizuja sie 1 adaptuja na podstawie wlasnych doswiadczen (wiecej o tym pisze w

rozdziale "3. Doswiadczanie ponad ludzkie dane").

Innym podejsciem jest BDH (Dragon Hatchling: The Missing Link between the Trans-
former and Models of the Brain) [13], ktore rezygnuje ze sztywnego podziatu na faze
treningu i wnioskowania na rzecz mechanizméw hebbowskich (Hebbian Learning). Za-
miast polega¢ wylacznie na wstecznej propagacji btedu, system nasladuje biologiczna
plastycznos$é. Neurony, ktéore wspoélnie reaguja na dany bodziec, wzmacniaja swoje
polaczenia w czasie rzeczywistym. Sprawia to, ze nauka staje sie naturalnym efektem
ubocznym przetwarzania informacji, eliminujac efekt ,,Dnia Swistaka”, w ktérym model

zapomina kontekst interakcji natychmiast po jej zakonczeniu.

Koniec 2025 roku przynosi jednak kolejne propozycje w postaci paradygmatu Nested
Learning |14]. Zaprezentowany tam modul Hope (co prawda na razie w fazie badaw-
czej) to system ,samomodyfikujacy sie” (self-modifying). Jego innowacyjnosé¢ polega
na zerwaniu z ,jiluzja sztywnej architektury”, gdzie model (wagi) jest oddzielony od
statycznego algorytmu uczenia (optymalizatory np. Adam, SGD itd.). W podejsciu
Nested Learning algorytm optymalizacji staje si¢ czescia samej sieci. Modut Hope
dziata w petli zagniezdzonej podczas gdy warstwy bazowe przetwarzaja dane. Modut
nadrzedny natomiast analizuje dynamike btedéw i w czasie rzeczywistym przepisuje
reguty aktualizacji wag dla konkretnych neuronéw. Dzieki temu sie¢ moze lokalnie
zwickszaé plastyczno$é dla nowych zadan a jednoczesnie ,zamrazaé'"regiony odpowie-
dzialne za starg wiedze. Jednoczesnie rozwiazanie to zmniejsza problem katastroficznego
zapominania (catastrophic forgetting) na poziomie samej matematyki uczenia, a nie

tylko architektury.

C. Memory consolidation — jak przenies¢ cos z pamieci krotkotrwalej (kontekst) do
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dlugotrwalej (wagi), jednoczesnie nie psujac jakosci modelu?

Architektura TITANS (z modutem MIRAS) |15] proponuje tu zmiane. Zamiast trak-
towaé wszystkie wagi jako ,Swiete” i zamrozone po treningu, wydziela modut pamieci
neuronowej, ktory uczy sie online. Kluczem jest tu mechanizm selekcji oparty na ,za-
skoczeniu” (surprise metric). Model trwale zapamietuje w swoich parametrach tylko to,
co jest dla niego nowe i nieprzewidywalne, ignorujac szum.

Roéwnolegle, w styczniu 2026 roku, zespdt Sakana Al zaproponowal architekture Fuast-
weight Product Key Memory (FwPKM) [16]. Rozwiazanie to redefiniuje rzadkie warstwy
pamieci (Sparse Product Key Memory), przeksztalcajac je ze statycznych modultow
w dynamiczna pamie¢ epizodyczna. FwPKM aktualizuje swoje parametry (klucze i
wartosci) zarowno podczas treningu, jak i inferencji. Wykorzystuje przy tym lokalny
spadek gradientu na fragmentach przetwarzanego tekstu. Pozwala to modelowi na
blyskawiczne ,zapisywanie” nowych asocjacji w pamieci krotkotrwatej i generalizacje
do okien kontekstowych rzedu 128 tys. tokenéw (mimo treningu na zaledwie 4 tys.).
Podejscie to skutecznie realizujac postulat oddzielenia trwalej pamieci semantycznej od
plastycznej pamieci epizodycznej. Kolejny krok w tej ewolucji wykonuje DeepSeek w
architekturze Engram [17] (by¢ moze modut ten bedzie dostepny w V4), wprowadzajac
tzw. Conditional Memory. Zamiast obciaza¢ wagi modelu faktami, DeepSeek przenosi je
do modulu opartego na haszowanych n-gramach z dostepem O(1). Dzieki bramkowaniu
kontekstowemu (Context-Aware Gating), model pobiera te dane tylko wtedy, gdy sa one
spojne z biezacym procesem myslowym. Pozwala to odciazyé¢ wezesne warstwy sieci z
rekonstrukcji wzorcow statycznych, delegujac je do ,zewnetrznego mozgu” i rezerwujac

moc obliczeniowa transformera dla czystej logiki i globalnego kontekstu.

. Test-time computing — jak sterowa¢ wyjsciem modelu w czasie rzeczywistym, by
uzyskiwa¢ nowe, lepsze jakosciowe wyjscie, zamiast tylko skalowaé parametry [18]?
W ,Scaling LLM Test-Time Compute Optimally can be More Effective than Scaling
Model Parameters” autorzy wprowadzaja rozwigzania pozwalajace na generowanie
wielu propozycji odpowiedzi, ktére nastepnie sa przeszukiwane, oceniane i wybierane

jako rezultat generacji.

. Fuzja i kompozycja wiedzy (Model Merging) — czy adaptacja musi oznaczaé
trening?

Alternatywa dla ciagtego douczania jednego, monolitycznego modelu jest paradygmat
taczenia kompetencji z odrebnych instancji tzw. Modular AI. Cho¢ proste taczenie
modeli poprzez liniowe usrednianie wag jest koncepcyjnie eleganckie, w praktyce cze-
sto prowadzi do utraty charakterystycznych, wysokojakosciowych umiejetnosci obu
,rodzicow”. Problem ten uwidacznia si¢ wtedy, gdy modele zostaly wyspecjalizowane
w skrajnie réznych domenach. W odpowiedzi na te ograniczenia pojawily sie nowe
kierunki badan nad ewolucyjna fuzja modeli. Jednym z najbardziej innowacyjnych
podejécé jest architektura Darwin Godel Machine (DGM) [19] zaproponowana przez
Sakana Al i opisana w artykule "The Darwin Gédel Machine: Al that improves itself by
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rewriting its own code”. DGM nie jest tradycyjna metoda ,taczenia wag” cho¢ wpisuje
sie w szerszy trend tworzenia systemow, ktore potrafia asymilowaé nowe umiejetnosci
bez klasycznego ponownego treningu (np za pomoca technik mergingu).

DGM opiera sie na zatozeniu, ze model moze samodzielnie poprawia¢ swoje wtasne
oprogramowanie. Zamiast prostego laczenia parametrow (model soup, Ties, DARE
etc. [20]), system generuje liczne warianty samego siebie (modyfikacje kodu, architektury
lub konfiguracji). Nastepnie sa one oceniane w otwartym procesie przypominajacym
ewolucje biologiczna. Najlepiej dziatajace warianty trafiaja do archiwum. Staja sie one
podstawsg kolejnych iteracji. W ten sposéb agent nie wykonuje kosztownego pre-treningu
lecz ewoluuje eksplorujac przestrzeri mozliwych rozwiazan i stopniowo rozwijajac nowe
zdolnosci. W przeciwienstwie do klasycznych metod fuzji DGM nie traktuje przestrzeni
wag jako czego$ co mozna uprosci¢ do prostego usredniania. Traktuje je jako bogata
przestrzen programowalnych transformacji, w ktorej system aktywnie poszukuje nowych,
lepszych form. Jest to zatem realizacja horyzontalnej ciggtosci modeli bez koniecznosci
powrotu do kosztownych faz pre-treningu. Architektura uczy sie poprzez generowanie,

testowanie i selekcje a nie przez ewolucje za pomoca dodatkowych epok treningu.

W literaturze pojawia sie tez formalne ujecie meta-uczenia. Traktuje ono proces uczenia
sie jako zadanie wyzszego rzedu. Model nie tylko adaptuje si¢ do nowych zadan, ale uczy
sie jak sie uczy¢. Praca ,Meta-Learning and Meta-Reinforcement Learning — Tracing the
Path towards DeepMind’s Adaptive Agent” |21] prezentuje formalne ramy meta-RL. Lacza
one klasyczne metody meta-learning z ukierunkowanymi technikami adaptacji w agentach
ogodlnego przeznaczenia. Pokazuja jak pojecie adaptacyjnego priorytetu i szybkiej adaptacji

do nowych srodowisk jest rozwijane w kontekscie duzych modeli i agentow Al.

Wspolnym mianownikiem powyzszych podejsé jest przesuwanie granicy miedzy statycznym
modelem a systemem zdolnym do kontrolowanej zmiany czy to poprzez architekture, pa-
rametry, pamieé¢, czy sam proces wnioskowania. Continual learning nie sprowadza si¢ wiec
do ,kolejnego algorytmu treningu”, lecz do projektowania mechanizméw, ktoére pozwalaja

modelowi decydowaé co, kiedy i jak warto zmieni¢, bez utraty wezesniej nabytych kompetencji.

Oczywiscie jest i druga strona medalu. Jezeli przekazemy systemowi Al zdolnosé do ciagltego
podnoszenia kwalifikacji to utratacimy kontrole nad jego rozwojem (on bedzie tworzyt i
realizowal proces samodoskonalenia). Efektywnie skonstruowany CL praktycznie pozbawi
nas mozliwosci kontroli chyba, ze badania w zakresie wyjasnialnego Al wyprzedza inzynierie

tworzenia Al

Rozwigzanie tego problemu to roznica miedzy martwym archiwum, ,tylko mnoze-
niem macierzy” a ,cztowiekiem”, ktory na biezgco uczy sie, adaptuje. Rozwigzanie

tego problemu to tez oddanie procesu rozwoju Al w rece sztucznej inteligencyi.
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3 Optymalizacja procesu kompresji wiedzy

Jak z takiej samej ilosci danych otrzymac lepsza rozdzielczosé informacji (co ze sprzeczno$ciami,
brakiem wiedzy — halucynacje — kalibracja, umiejetnos¢ powiedzenia ,nie wiem” lub ,nie mam
zrodta” — Uncertainty Quantification)? Czy kolejnos¢ podawania danych podczas treningu,
zwlaszcza pre-treningu (Curriculum Learning) moze zwiekszy¢ gestosé, jakosé reprezentacji
informacji w modelach? Jak zadba¢ o jako$¢é danych syntetycznych — zréznicowanie, jakosé,
informatywnosé¢? W swietle badan utozsamiajacych modelowanie jezyka z kompresja 22|,
wyzwanie to sprowadza sie do jednego: jak zmusi¢ model, by zamiast tylko zapamietywac,
kompresowal dane efektywniej, odkrywajac ukryte w nich prawa, a nie tylko powierzchowne

korelacje przy jednoczesnej minimalizacji "halucynacji".

W swietle najnowszych badan (poczatek 2026 roku) ,From Entropy to Epiplexity: Rethin-
king Information for Computationally Bounded Intelligence” [23|, optymalizacja kompresji
wiedzy wymaga redefinicji tego, co uznajemy za informacje”’. Klasyczna teorie (Shannon,
Kolmogorov) sa niewystarczajace do opisu tego, co w ograniczonych obliczeniowo systemach
modele sg w stanie faktycznie wydoby¢ z danych. Autorzy publikacji wprowadzaja miare
epiplexity okreslajaca ilos¢ struktur, ktore sa mozliwe do odkrycia w danych przy zatozeniu
uzycia odpowiedniego naktadu obliczen. Lepsza ,rozdzielczos$¢” informacji z tej samej ilosci
danych nie polega na dodawaniu bitow, lecz na inwestowaniu mocy obliczeniowej w redukcje
epiplexity. To, co dla stabego modelu wydaje sie szumem (wysoka entropia), dla modelu
dysponujacego wiekszym budzetem obliczeniowym (glebsze przetwarzanie) moze okazac sie
deterministycznym wzorcem (wysoka epiplexity, ale niska entropia). ,Wycisniecie” wiedzy
to proces przeksztatcania pozornego szumu w kompresowalne reguty. Tak modne ostatnio
modelowanie na danych syntetycznych i kontekst epiplexity sktania do myslenia jak takie
dane generowac. Dobre dane syntetyczne to nie takie, ktére maksymalizujg réznorodnosé
(entropie), ale takie, ktore maksymalizuja epiplexity w zakresie dostepnym dla modelu. Dane
takie powinny zawiera¢ ukryte, nietrywialne struktury, ktére zmuszaja model do ,wysitku”

kompresyjnego (odkrywania praw), a nie tylko zapamietywania powierzchniowych korelacji.

Podsumowujac, w paradygmacie utozsamiajacym modelowanie z kompresja, celem nie jest
juz tylko minimalizacja bledu predykcji, ale maksymalizacja wydajnosci ,silnika epiplexity”

czyli zdolnosci do zamiany mocy obliczeniowej w zrozumienie struktury $wiata.

Gdy koniczq sie dane w Internecie, dalszy postep zalezy mie od skali modelu,
ale od gestosci informacji 1 umiejetnosci oddzielenia sygnatu od szumu. Sztukgq
nie bedzie dalsze skalowanie a radzenie sobie w Swiecie ograniczonych zasobow

(obliczeniowych, energetycznych, ograniczen narzucanych przez fizyke).
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4 Doswiadczanie ponad ludzkie dane

Jak zwiekszy¢ wpltyw doswiadczania srodowiska przez Al ponad interpretacje, bias niewiedzy
i nadinterpretacji ludzkiej? Zgodnie z wizja Silvera i Suttona, jednego z pionieréw uczenia
przez wzmacnianie (Reinforcement Learning - RL), w eseju ,, The Era of Experience” [25],
musimy dokona¢ fundamentalnego przeskoku od statycznej ,Ery danych ludzkich” (gdzie
model jedynie nasladuje nasz tekst lub kod) do dynamicznej ,.Ery doswiadczenia”. Kluczem jest
zastapienie nasladowania (imitation learning) procesem aktywnego uczenia sie na bledach w
interakcji z rzeczywistoscia — fizyczna lub symulowana. Rich Sutton, w 2025 roku, przedstawit
wizje osiggniecia superinteligencji poprzez architekture o nazwie OaK (skrot od Options and
Knowledge — opcje i wiedza) [24]. Glownym zalozeniem jest stworzenie agenta, ktory jest
ogolny (niezalezny od domeny). Agent ten uczy sie wytacznie na podstawie doswiadczenia
w czasie rzeczywistym (runtime) i jest otwarty na nieskoniczony rozwdj abstrakeji. Sutton
argumentuje, ze droga do silnej sztucznej inteligencji (AGI) wiedzie przez RL, a nie tylko
przez modele jezykowe (LLM) i wymaga odej$cia od whudowywania wiedzy eksperckiej na
etapie projektowania (design-time) na rzecz uczenia sie wszystkiego podczas interakeji ze

Swiatem.

Widaé¢ ewidentnie, przez manifestacje postepéw w robotyce, ze wkraczamy w ztota er¢ World
Models — systemow, ktore nie tylko przewiduja kolejny token (tekstu czy obrazu), ale
ucza sie wewnetrznej dynamiki srodowiska i potrafig ,mysleé¢ przez symulacje”. Kluczowym i
brakujacym ogniwem miedzy klasycznym RL a dzisiejszym boomem na modele generatywne
jest tu paradygmat treningu wyobrazeniowego (psychologia sportu zna to wysSmienicie)
imagination training agent nie musi uczy¢ sie wylacznie na kosztownych interakcjach ze
Swiatem. Znaczna czesé nauki moze wykonywac na trajektoriach ,wyobrazonych” wewnatrz
wlasnego modelu $wiata. Przyktadem implementujacym taka koncepcje jest DreamerV3 [20).
Ogolny algorytm model-based RL, ktory skaluje sie do bardzo zréznicowanych zadan i
poprawia zachowanie poprzez ,wyobrazanie sobie” przysztych scenariuszy. Dreamer pokazuje,
ze doswiadczenie moze zastapi¢ ludzkie dane (te uzywane do uczenia) nawet w ekstremalnie
trudnych $rodowiskach. To przejscie od uczenia z samych pikseli i rzadkich nagrod az
po otwarte Srodowiska, w ktorych agent potrafi samodzielnie odkrywaé¢ diugie tancuchy
przyczynowo-skutkowe. Ta lekcja jest fundamentalna dla kolejnych lat rozwoju Al Jesli
chcemy wyjé¢ poza ,klatke internetowej Sredniej”, musimy budowaé agentow, ktorzy ucza sie
praw $wiata nie z lektury i z ludzkich streszczen swiata, ale z konsekwencji dziatan. Modele

Swiata sg ich wyobrazniag i jednoczesnie silnikiem generalizacji.

Nowym, jakosciowym krokiem w tym kierunku sa prace zespotu World Labs (zatozycielka
to Fei-Fei Li), ktore redefiniuja pojecie modelu $wiata jako samodzielnego Srodowiska po-
znawczego, a nie jedynie narzedzia pomocniczego dla RL. W zaproponowanym Marble World
Model [27] $wiat nie jest rekonstrukcja jednego konkretnego srodowiska ani symulatorem o
sztywno zdefiniowanej fizyce. Jest to probabilistyczny model dynamiki. Potrafi on generowac,

modyfikowaé i testowaé alternatywne wersje rzeczywistosci. Jednocze$nie zachowuje spojnosé
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przyczynowo-skutkows. Agent nie uczy sie tu z ,prawdziwych danych”; lecz z konsekwencji
dziatan w swiecie, ktéry sam potrafi wewnetrznie wytworzy¢ i badaé, eksplorowaé¢. Doswiad-
czenia staja sic wiec syntetyczne ale prawie calkowicie albo calkowicie realne. Maja
one strukture $wiata, nawet jesli nie pochodzg bezposrednio z ludzkiej obserwacji. To przesuwa
granice ,ponad ludzkie dane” jeszcze dalej. Al nie tylko przekracza zbior tekstow, obrazow
czy nagran wideo, ale zaczyna operowaé na przestrzeni mozliwych swiatow. W takim ujeciu
dane przestaja by¢ ograniczeniem, a staja si¢ jedynie podstawsg inicjalizacji modeli. Reszta
wiedzy powstaje przez eksploracje, symulacje i testowanie hipotez wewnatrz modelu swiata.
Jest to analogiczne do ludzkiego rozumowania (,,co by bylo, gdyby...”), lecz realizowane na

skale niedostepna biologicznemu moézgowi.

Moim zdaniem obecnym liderem w klasie generatywnych modeli $wiata pozostaje Google z
Genie 3 28|, ktory potrafi wygenerowaé grywalne, interaktywne srodowiska na podstawie
prostych instrukcji, pozwalajac agentom Al trenowaé¢ w nieskonczonej liczbie wirtualnych
Swiatow. W 2026 roku symbioza miedzy modelami §wiata a agentami osiggnie moim zdaniem
punkt krytyczny. Z jednej strony mamy Genie 3, ktory przestat by¢ tylko generatorem wideo,
a stal sie ,wyobraznia AI”. Potrafi on stworzy¢ dowolne, interaktywne srodowisko treningowe
nawet z jednego obrazu. Z drugiej strony pojawia sie SIMA 2 (Scalable Instructable Multiworld
Agent) [29]. Podczas gdy Genie ,,jest” swiatem to SIMA ,dziata” w Swiecie. Jest to agent,
ktory nie uczy sie konkretnej gry, ale uczy sie rozumieé¢ zasady rzeczywistosci wirtualne;j.
Dzieki temu, ze SIMA operuje wylacznie na pikselach i jezyku naturalnym (podobnie jak
cztowiek) to jednoczesnie staje sie idealnym poligonem doswiadczalnym dla przyszlej robotyki

i uczenia ,przez doswiadczenie” w wielu swiatach naraz.

Modele $wiata moga pemié role niskokosztowych symulatoréow [30]. Tradycyjne symulatory
(jak Gazebo czy Isaac Sim) wymagaja recznego definiowania skomplikowanych praw fizyki i
geometrii kolizji. Jest to powolny i kosztowny proces. Tymczasem Vision-Language-Action
modele potrafia "nauczy¢ sie"symulowania bezposrednio z nagrari wideo. Koszt generowania
nowego doswiadczenia dla agenta Al zaczat by¢ mierzony w cyklach obliczeniowych GPU a nie
jako praca inzyniera. Dzieki temu agent moze trenowaé¢ w tysiacach "fizycznie prawdopodob-
nych"swiatow jednoczesnie, co drastycznie skraca czas przejscia od symulacji do rzeczywistosci
(sim-to-real). Takie podej$cia maja jeszcze jedna zalete nad klasycznymi symulatorami. Jest
to zdolnos¢ do modelowania zjawisk trudnych do opisania matematycznie. Generatywne
modele $wiata ucza sie skomplikowanych interakcji (np. deformacji cial miekkich, ptynow)
na podstawie obserwacji wizualnej. Cho¢ krytycy wskazuja na ryzyko "halucynacji"to te
drobne odstepstwa od rzeczywistosci dziataja jak naturalna augmentacja danych. Zmuszaja

ona agenta do budowania bardziej generalizujacych strategii dziatania.

Pamietaé trzeba rowniez o takich projektach jak Oasis [31]. W 2025 roku pokazal, ze ,,grywalne
modele” moga dziata¢ w czasie rzeczywistym, generujac fizyke zlozonego $wiata (przypomina-
jacego Minecraft) w 20 klatkach na sekunde, natychmiastowo reagujac na dzialania gracza.
Z kolei Diamond |32] pokazal innowacyjne wykorzystanie modeli dyfuzyjnych jako silnika

fizyki dla agentow RL (np. w grze CS:GO), zacierajac granice miedzy generowaniem wideo a
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symulacja.

W tym wyscigu $cieraja sie jednak dwie glebokie filozofie poznania. Pierwsza (reprezentowana
przez Genie czy Oasis) stawia na generowanie pikseli. AT wyobraza sobie kazdy szczegot obrazu.
Druga, promowana przez Yanna LeCuna, to Abstract Prediction. Jego architektura JEPA
(Joint-Embedding Predictive Architecture) [33| oraz jej nowsze wydanie, takie jak LeJEPA [34],
odrzucaja generowanie wizualne jako marnotrawstwo zasobow i zrédto niestabilnodci uczenia.
Zamiast przewidywac obserwacje w przestrzeni danych (piksele), model uczy sie przewidywaé
przyszte stany w przestrzeni abstrakcyjnych reprezentacji. Oznacza to, ze model stara sie

zrozumieé co sie wydarzy, a nie tego, jak to doktadnie bedzie wyglgdaé.

LeJEPA pokazuje, ze mozliwe jest skuteczne samonadzorowane uczenie sie bez heurystycznych
Ltrikow”, a poprzez czysta predykcje w przestrzeni wektorow osadzen (embeddingow). Ma
to znaczenie dla doswiadczania ponad ludzkie dane. Abstrakcyjny model swiata nie musi
odtwarzaé¢ ludzkiej percepcji, aby byé¢ uzyteczny. Wystarczy, ze poprawnie modeluje relacje,
warianty i dynamike obiektow. To podejscie wydaje sie, ze jest blizsze sposobowi dziatania
ludzkiego mozgu, ktéry nie renderuje fotorealistycznych obrazéow przysztosci, lecz operuje na

strukturach pojeciowych i przewidywaniach konsekwencji.

Niezaleznie od architektury, cel pozostaje wspolny: Grounded Reality. Al musi czerpac
weryfikowalne sygnalty zwrotne prosto ze srodowiska (np. ,czy kod sie kompiluje?”, ,czy
twierdzenie jest dowiedzione?”,  czy robot sie przewrocil?”), zamiast polega¢ na subiektywnej i
obarczonej btedami ocenie cztowieka. Tak jak AlphaGo [35] odkryto ruchy nieznane mistrzom
grajac samo ze soba, tak systemy przysztosci musza ,przezy¢” $wiat, matematyke, fizyke i
interakcje, by je zrozumieé¢. Nie nauczysz sie pltywania z lektury nawet najlepszej ksiazki. Al
tez nie nauczy sie prawdziwego Swiata, jesli pozostanie zamknicte w archiwum ludzkiego

dos$wiadczenia.

Doswiadczeanie to droga, by Al przestato byé tylko ,,sumaq ludzkiej przecietnosci”.
LLM-y karmione danymi z internetu powielajg ludzkie bledy. Tylko wyjscie poza
ludzkq ,klatke poznawczq” w strone doswiadczanej, weryfikowalnej rzeczywisto$ci

pozwoli na inteligencje rzeczywiscie nadludzkq.
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5 Mys$lenie o mysleniu - metamys$lenie

Jak AT ma mysle¢ o swoim wewnetrznym mysleniu, swoim wewnetrznych stanach? Umiejet-
nos¢ wykrywania sprzecznosci, weryfikacja wtasnych wnioskéw, rozumowanie w warunkach
konfliktu celéow (moralnych, prawnych, biznesowych) jest jednym z warunkéw rozwoju ale tez
bezpiecznego Al. Wyzwaniem jest niezawodnos¢, umiejetnosé sledzenia myslenia i wychodzenia
ze $lepych uliczek myslowych — backtracking. Zdolnos¢é modelu do ,zatrzymania si¢” i rewizji
wlasnej $ciezki jest potencjalnym sposobem na przetamanie kaskady btedow wynikajacej z li-
niowego przewidywania informacji (tokenéwm informacji zakodowanej w przestrzeni latentne;
- 0 tym napisze w kolejnych rozdziatach). To podejicie jest obecnie rozwijane poprzez nowe
paradygmaty, takie jak Inference Scaling Laws (reprezentowane przez modele OpenAl np.
01, 5.2 Pro [30]), ktore udowadniaja, ze jako$¢ wyniku zalezy wprost od czasu poswieconego
na ,ukryte wnioskowanie”. Réwnolegle odchodzi sie od myslenia liniowego na rzecz struktur
drzewiastych (Tree of Thoughts |38|) oraz technik Reflezion [39]. W tych przypadkach agent
uczy sie na podstawwie werbalnych refleksji zwiazanych z otrzymanym feedbackiem (tekstowe
podsumowania btedow i wskazowki poprawy). Refleksje sa przechowywane w epizodycznej
pamieci i dodawane do kontekstu agenta w kolejnych probach, co pomaga mu lepiej dobierac¢
decyzje w przyszlosci. Najnowsze doniesienia o architekturze BDH z Pathway [13| sugeruja,
ze Al zaczyna ewoluowadé jak biologiczny moézg — nie tylko logicznie weryfikujac kroki, ale dy-
namicznie przebudowujac swoje polaczenia (cyfrowa neuroplastycznosé), by lepiej adaptowaé

sie do nowych, nieznanych probleméw.

Tutaj moje obawy sa niezmienne od kilku lat. Na jakim etapie rozwoju metamyslania Al
jestesmy? Czy mozemy zdefiniowa¢ miary sukcesu tego procesu? Czy jesteSmy w stanie

efektywnie rozwijaé jak i kontrolowaé¢ metapoziom myslenia sztucznej inteligencji?

Zdolnosé do autokorekty, wykrycia sprzecznosci i zatrzymania sie przed podjeciem
2tej decyzji (backtracking) jest kluczowa dla niezawodnosci a dla ludzi do badania

bezpieczenstwa systemow Al
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6 Wewnetrzna reprezentacja ponad slowa

Latent learning, thinking (moze rekursywny?) i talking (komunikacja miedzy systemami,
agentami AI) bez koniecznosci uzywania stow. Wymiana informacji, myslenie za pomoca
jezyka AT (wlasnej reprezentacji $wiata). Zgodnie z Inference Scaling Laws [36] dodawanie
wigkszych zasobow na inferencje, a zwtaszcza generowanie CoT (Chain of Thought) poprawia
zdolnosci modeli. Modele generuja ogromne ilosci stow, gatezi wnioskowania. Cze$é z nich to
slepe uliczki, czes¢ to genialne rozumowania. Czy jest to optymalne rozwiazanie? Wraz ze
wzrostem kontekstu pojawiaja sie problemy zwiazane zaréwno ze zlozonoscig obliczeniowsa jak
i utrzymaniem jakosci rozumowania na dtugim kontekscie. Context rot |37] to obserwowany
w duzych modelach jezykowych (LLM) systematyczny spadek jakosci odpowiedzi wraz ze
wzrostem dhtugosci kontekstu wejsciowego, nawet jesli sama tres¢ pozostaje kompletna i
poprawna. Model dobrze sobie radzi, gdy wazna informacja znajduje sie blisko poczatku
lub korica sekwencji, ale jego zdolno$é¢ do trafnego przetwarzania i wykorzystania tej samej
informacji maleje, gdy jest ,pogrzebana” w bardzo dlugim tekscie. To zjawisko podwaza
powszechne zalozenie, ze wieksze okna kontekstowe (np. setki tysiecy lub milion tokenéw)
automatycznie przektadaja sie na lepsza semantyczna analize i pamieé¢ dlugoterminowa.
Badania Chroma [37] pokazuja, ze wraz z rosnaca liczba tokenow modele staja sie bardziej
podatne na rozproszenie uwagi, nieuwage wobec kluczowych fragmentéw i btedne taczenie

informacji.

Quiet-STaR [40] pokazuje, ze modele moga uczy¢ sie "mysle¢ przed méwieniem", generujac
wewnetrzne rozumowanie niewidoczne dla uzytkownika. Architektura TITANS (z modutem
pamieci MIRAS) |15] wprowadza koncepcje ,uczenia sie pamietania w czasie przewidywania”
(learning to memorize at test time). Model posiada dedykowany modul pamieci neuronowej,
ktory aktualizuje swoje wagi w trakcie rozmowy. Pozwala to na efektywne przetwarzanie
kontekstu przekraczajacego miliony tokenow, taczac zalety Transformeréw i modeli rekurencyj-
nych, co czyni go znacznie skuteczniejszym od wezesniejszych prob typu RecurrentGPT |41].
Czy wyobrazacie sobie przysztosé systemu Al, ktéry resetuje swoja pamieé¢ poniewaz jego

wewnetrzny mozg posiada ograniczenie kontekstu?

Z kolei inne podejscie prezentuje Tiny Recursive Model (TRM) [42], ktory udowadnia, ze
rekurencyjne przetwarzanie w przestrzeni ukrytej (latent space) pozwala mikroskopijnym
modelom przewyzszaé¢ wielkich braci w zadaniach logicznych. Oczywiscie jest to przypadek
szczegblny co nie zmienia faktu, ze kierunek ten wydaje sie interesujacym watkiem rozwojo-
wym. Niestety latent, ukryte stany, to konflikt intereséw. Transparentno$é¢ systemow Al czy

efektywnosé.

Przeniesienie procesu rozumowania do ,podswiadomosci” modelu (przestrzeni
ukrytej) pozwoli na rozwigzywanie problemdw o rzedy wielkosci trudniejszych przy

utamku kosztow 1 czasu.
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7 Wielomodalnos$é czyli sensoryka modeli

Jak integrowa¢ kolejne modalnosci, by budowaé pelniejszy i wierniejszy model rzeczywisto-
$ci? Musimy wyjsé poza sam tekst (bedacy zaledwie stratnym ,streszczeniem” $wiata) czy
ptaskim, jednowymiarowym obrazem. Dostarczenie Al szerokiego spektrum danych sensorycz-
nych fundamentalnie zmienia jej percepcje, umozliwiajac rozwoj zaawansowanych zdolnosci
kognitywnych. W mojej ocenie fuzja wielu zmystéw to bardzo wazny aspekt prowadzacy
do AGI czy tez szerzej rozumianej superinteligencji. Multimodalnosé nie jest jednak celem
samym w sobie. Multimodalno$¢ jest warunkiem brzegowym, ktéry umozliwia zakotwiczenie
poznania w rzeczywistosci. Teorie fizyczne, ktore chcielibyémy odkrywaé i modelowaé za
pomoca Al nie sa uogoélnieniem doswiadczenia sensorycznego. Sa konstrukcjami operujacymi
na zmiennych i relacjach niedostepnych percepcji. Wymagaja one abstrakeji, formalizacji i

aktywnego testowania hipotez poza zakresem obserwacji.

Wyzwania fuzji to alignment (dopasowanie) miedzy modalnosciami (wskazowki do interpre-
towalnosci tej modalnosci a moze wolnosé w interpretacji?). ,FEarly vs Late Fusion” czyli
przetwarzanie modalnosci wtasnymi Sciezkami taczenie cech w przysztosci, czy przetwarzac
w czasie na polaczonych cechach wielu modalnosci? Projekty takie jak ImageBind [43] udo-
wadniaja, ze mozliwe jest sprowadzenie tak odlegtych sygnatoéw jak temperatura czy dzwick
do jednej przestrzeni. Jeszcze bardziej fascynujacy jest wymiar biologiczny, gdzie modele
takie jak AlphaFold 3 [44] integruja modalnosci spoza naszej percepcji. Sekwencje DNA|
struktury 3D bialek i interakcje chemiczne, traktujac je jako jezyk opisu swiata biologii.
BioReason z 2025 to kolejny przyktad integracji multimodalnej na poziomie biologii [45].
Rok 2025 i moje doswiadczenia w obszarze biotechnologii uswiadomity mi, ze integracja
modalnos$ci, choé¢ wazna z punktu widzenia rozwoju Al, w obszarach biologicznych to inny
wymiar ztozonosci. Bo Wang [46] Head of Biomedical Al Xaira Tera zwraca uwage, ze czestym
btedem jest traktowanie biologii jak problemu podobnego do analizy tekstu czy obrazéow, ktory
mozna rozwigzac, po prostu skalujac modele Al. Tymczasem biologia opisuje ztozone procesy
przyczynowe, w ktorych dane sa niepelne, obarczone btedami i silnie zalezne od kontekstu.
Cho¢ widoczny jest postep w taczeniu roznych typow danych (np. komorkowych, obrazowych
czy genetycznych), wickszosé zjawisk biologicznych nie polega na prostym przewidywaniu
wynikow. Wymagaja one aktywnego sprawdzania, co si¢ stanie po zmianie warunkéw, oraz
zrozumienia mechanizméw stojacych za obserwacjami a nie tylko coraz doktadniejszych
prognoz. Jesli szukaé¢ ,uzasadnienia” dla wyscigu AGI poza hype’em, to jest nim perspektywa
poszukiwania odpowiedzi na pytania dotyczace podstawowych mechanizméw funkcjonowania
swiata. Jedno przetamanie w nauce (jak AlphaFold) moze przestawi¢ cale galezie przemystu
i badan. Czy zatem przyszte systemy Al te klasy super inteligentnej powinny ograniczaé sie
do modalnosci zwiazanych z doswiadczaniem $wiata przez ludzi, czy wej$¢ w inne wymiary

postrzegania?

Wyzwanie wielomodalnosci to przede wszystkim walka z ,wizualna naiwnoscia” modeli.

Podczas gdy modele Swietnie interpretuja tekst, nadal wykazuja btedy w prostym rozumowaniu
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przestrzennym np. w ocenie perspektywy i relatywnej wielkosci obiektéw na obrazie. Integracja
zmystow to nie tylko ,wiecej danych”, to proces budowania zakotwiczen inteligencji w prawach
fizyki, bez ktorych Al pozostanie jedynie genialnym, ale oderwanym od rzeczywistosci

teoretykiem.

Prawdziwe zrozumienie Swiata — niezbedne dla robotyk:i, autonomiczne; jazdy czy

zaawansowanej diagnostyki medycznej — wymaga integracyi zmystow.
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8 Systemowo$é (modelowanie systemowe), madrosé gru-

powa

Modelowaé system Al jako wielki monolityczny mozg czy agenture? Czy efektywnymi syste-
mami bedg ,roje” réwnorzednych agentéw, czy hierarchia? A moze hybryda? Inny wymiar
to zachowania grupowe. Wspotpraca vs wspoétzawodnictwo lub bardziej zlozone formy w
zaleznosci od kontekstu np. realizacja celow wlasnych z uwzglednieniem celu nadrzednego
(grupowego)? Z drugiej storny madrosé¢ grupowa ponad decyzje super mozgu. Czy powinnismy

zaczal rozwijaé¢ socjologie AI?

Na pewno wymaga to umiejetnosci modelowania ztozonych interakcji. Prace, takie jak
Generative Agents [47|, pokazuja, ze autonomiczni agenci potrafia spontanicznie tworzy¢
struktury spoteczne. Z kolei sukces systemu CICERO [48| w grze Diplomacy udowadnia, ze
Al potrafi nawigowaé¢ w skomplikowanej dynamice sojuszy i zdrady, gdzie przestrzen stanéw
jest nieporéwnywalnie wieksza niz w grach takich jak GO, Othello czy Hex. Stochastyczny
a dodatkowo ciagty charakter srodowiska oznacza jeszcze wyzszy poziom trudnosci, ktory

musimy okielznac.

Ewolucja od monolitu do agentury materializuje si¢ w projektach takich jak SIMA [29]. To
juz nie jest bot zakodowany do wygrywania, to partner, ktory potrafi ;wyrozumowac¢” intencje
uzytkownika w dynamicznym $rodowisku 3D. SIMA pokazuje, ze przyszlosé to systemy zdolne
do wspotdzielenia kontekstu z czlowiekiem w czasie rzeczywistym. To przejscie od Al jako
narzedzia do Al jako wspotuczestnika (cooperative agent), ktory potrafi nawigowac¢ w Swiecie,

o ktorym nie mial wezesniejszej wiedzy, opierajac sie jedynie na wizji i dialogu.

Niewatpliwie rozwijajacym sie trendem beda systemy agentowe wspierane matymi modelami
jezykowymi. To juz nie SLM (Small Language Model) to wejscie w $wiat micro, czy nawet pico
modeli. Przyktadem niech bedzie opublikowanu w grudniu 2025 roku Google FunctionGemma
[49]. Model zoptymalizowany pod katem wywoltywania funkeji (function calling) bezposrednio
na urzadzeniach konicowych (edge). Dodatkowo Nvidia, we wspotpracy z Georgia Tech, w
artykule ,Small Language Models are the Future of Agentic AT [50] pokazuje, ze male modele
(rzedu ponizej 10B parametrow) sa wystarczajaco mocne, a jednoczesnie znacznie tansze i
bardziej energooszczedne niz klasyczne LLM-y w typowych scenariuszach agentowych. Autorzy
podkreslaja, ze w takich architekturach to wtasnie kompaktowe modele powinny petnié role
lokalnych ,kontroleréow akcji”. Dla duzych modeli, ogdlnego przeznaczenia, zarezerwowana jest

rola ,medrcy” rozwiazujacego najbardziej ztozone zadania procesu w systemach agentowych.

Wybor miedzy monolitem a rojem agentow zadecyduje o skalowalnosci, odpornosci

na btedy v tatwosci zarzqdzania takimi systemami w rzeczywistym Srodowisku.
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9 O czym mys$li Al - interpretowalno$é, diagnoza, kontro-

,» 2

lowalnosé

Jesli do ,lepszego” Al potrzebujemy dynamicznych architektur, stanéw wewnetrznych, agen-
tury z narzedziami, musimy umie¢ diagnozowaé ,dlaczego to co$ zrobito X”. Jest to warunek
konieczny do tego, by moc w jakikolwiek sposéb rozumiec i kontrolowaé¢ AI. W tym obszarze
nie zachowano réwnowagi miedzy tempem rozwoju modeli a tempem rozwoju metod ich
interpretacji — a luka ta staje sie jednym z najwiekszych ryzyk systemowych Al w kolejnych
latach. Mnie osobiscie cieszy, ze powstaja struktury naukowe w Polsce, ktore dzialaja na

rzecz rozwiazan interpretowalnosci Al [51].

Potrzebne sg badania wnetrza ,mozgu” modelu, a nie tylko analizy jego rezultatow (zwyklte
zadaniowe benchmarkowanie). Al wchodzac miedzy ludzi jako autonomiczny aktor drama-
tycznie podnosi znaczenie interpretowalnosci. W klasycznym uczeniu maszynowym (Machine
Learning) problem sprowadzal sie do pytania o korelacje i waznosé¢ cech. Dzi$ i w przyszlosci
przechodzimy jakos$ciowa zmiane: od pytania ,,jak to rozwiazal?” do pytania ,,0 czym on mysli
i dlaczego decyduje sie dziala¢ w ten sposob?”. Od ,feature importance” (dlaczego wybral ten
piksel) do thought process monitoring — czyli monitorowania wewnetrznych intencji, strategii

i planow.

Badania Anthropic nad ,§ledzeniem mysli” (tracing thoughts) [52| dostarczyty dowodow, dzieki
wizualizacji tzw. obwodow obliczeniowych (circuits), ze modele planuja swoje odpowiedzi
na znacznie dhuzszych horyzontach niz wynikatoby to z prostej predykcji kolejnego stowa.
System potrafi np. wybra¢ rym lub strukture puenty na wiele krokéw przed ich faktycznym
wygenerowaniem. Moze to potwierdzaé istnienie ukrytych, wewnetrznych stanéw planowania.
Kolejna publikacja firmy Anthropic nad alignment faking [53| pokazala, ze nowoczesne
modele potrafig strategicznie dostosowywaé swoje zachowanie do kontekstu oceny. Model,
ktory ,wie”, ze jest testowany pod katem bezpieczeristwa potrafi zachowywaé sie zgodnie z
oczekiwaniami badaczy by po zniesieniu nadzoru realizowa¢ inne, w ekstremalnym przypadku,
sprzeczne cele. Nie jest to btad ani losowa halucynacja to spojna strategia. Jeszcze bardziej
niepokojace sa obserwacje strategicznego ktamstwa [54], w ktorych model $wiadomie podaje
falszywe informacje nie dlatego, ze ,nie wie”, ale dlatego, ze przewiduje, iz ktamstwo zwickszy

prawdopodobienistwo realizacji dhugoterminowego celu.

Oznacza to, ze klasyczne testy behawioralne (pobudzenie -> odpowiedz -> weryfikacja
poprawnosci) przestaja by¢ wystarczajace. Model moze przechodzi¢ wszystkie benchmarki
bezpieczenstwa, a jednoczesnie ukrywaé intencje. Badania nad Sleeper Agents [55]| potwier-
dzaja, ze zjawisko to jest realne i strukturalne a nie jedynie artefaktem konkretnej architektury
czy zbioru danych. Jest to klasyczny przyktad deceptive alignment, w ktérym model rozumie
cel treningu, ale nie internalizuje go jako wlasnego. Pojawia sie zatem fundamentalne pytanie:
czy potrafimy wykry¢ sytuacje, w ktorej system podczas testow udaje ,dobrego”, by realizowaé

inne, ukryte cele po wdrozeniu?
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Odpowiedzia na to wyzwanie nie moze by¢ kolejna warstwa regut ani instrukcji. Konieczne
jest przejscie od ,,czarnej skrzynki” do mapowania pojec i stanéw wewnetrznych. Techniki
takie jak Sparse Autoencoders (SAE) [56] umozliwiaja wyodrebnianie monosemantycznych
cech w reprezentacjach modeli — dostownie probujac ,czytaé¢ mysli” systemu na poziomie
aktywacji neuronéw. Z kolei Representation Engineering (RepE) [57] idzie krok dalej. Pozwala
nie tylko obserwowaé, ale takze aktywnie modyfikowaé trajektorie poznawcze modelu w czasie
rzeczywistym np. wygaszajac wzorce odpowiadajace manipulacji, ktamstwu czy eskalacji

instrumentalnych celow.

Wyzwania te wynaczajg nam priorytet dziatan w Al. Przejscie od etyki instrukeji do Etyki
Systemu 2. Zamiast projektowaé¢ systemy oparte na sztywnych zakazach (,nie ktam”),
musimy budowa¢ architektury zdolne do refleksyjnego rozumowania moralnego (pisatem o
tym w rozdziale o metamysleniu). Systemy Al powinny oceni¢ konflikt wartosci 1 §wiadomie
wybra¢ mniejsze zto (np. ktamstwo w celu ratowania zycia). Paradoksalnie pojawia sie tu
pewna prowokacja. Czy dzieki spojnosci logicznej, zdolnosci do globalnej optymalizacji i braku
emocjonalnych heurystyk, odpowiednio zaprojektowane systemy Al moga w tym obszarze
osiagng¢ poziom etycznej konsekwencji trudny do uzyskania dla biologicznego mozgu? By¢
moze Al bedzie bardziej etyczna, bardziej podazajaca za swoimi wartosciami niz wiekszosé

ludzi.

Musimy mieé¢ pewnos$é, ze model nie realizuje ukrytych celow (deceptive alignment)
1 rozumie¢ mechanizm jego decyzji przed — a nie po — wdrozeniu. W przeciwnym

razie interpretowalnosc stanie sie jedynie narzedziem post mortem.
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10 Optymalizacja kosztu energetycznego, czasu inferencji

Jak zmniejszy¢ zapotrzebowanie na energie? Jesli marzymy o , Al everywhere” (choc¢by dla
pozyskiwania danych z réznych modalnosci) konieczna jest optymalizacja na wszystkich
poziomach od sprzetu, przez architekture, az po dane. Ponizej podaje pojedyncze przyktady

w poszczegblnych kategoriach.

e Kwantyzacja - praca nad BitNet b1.58 [58| pokazuje, ze wagi trojsktadnikowe (ternary)
(-1, 0, 1) wystarcza, by zachowaé jakos¢ modelu, oszczedzajac zuzycie energii o rzedy
wielkosci. Oczywiscie to nie jeden sposéb zmniejszenia wag modelu. Inne metody GGUF,
AWQ, dynamiczne FP8, a ostatno coraz modne FP4 (sprzetowo obslugiwane przez
najnowsze uklady Nvidia - Blackwell) sa popularne nie tylko ze wzgledu na mozliwosci
uruchomienia modelu na mniejszych komputerach ale réwniez pozwalaja minimalizowaé

czas inferencji.

e Efektywno$é modeli - model, ktory narobil wiele szumu, DeepSeek-V3 59|, taczy
natywny trening w precyzji FP8 z technika Multi-Head Latent Attention (MLA). Ta
ostatnia kompresuje KV Cache, umozliwiajac obstuge bardzo dlugich kontekstow.
W tym przypadku podobnie twoércy modeli przeicigaja sie w pomystach na to jak

przyspieszy¢, zmniejszy¢ wymagania sprzetowe modeli.

e Efektywno$é danych (Data Efficiency) - najczystsza energia jest ta, ktorej nie
zuzyjemy. Metody takie jak JEST (Joint Example Selection) [67] udowadniaja, ze
inteligentna selekcja danych treningowych (zamiast brute-force) pozwala osiagnaé te

samg jako$¢ modelu przy 13-krotnie mniejszej liczbie iteracji i zuzyciu 10% energii.

e Zmiany architektoniczne (Diffusion LLMs i Non-AR) — dominujacy dotad
paradygmat autoregresji (przewidywanie kolejnego tokena) jest z natury sekwencyjny,
co stanowi waskie gardto dla réwnolegtosci GPU. Nowa fala modeli dyfuzyjnych, coraz
popularniejsza w 2025, (jak Gemini Diffusion 62| czy prace nad DLLM-Reasoning [63])
oraz Mercury [64] czy po stronie open-source Dream 7B [65] zmieniaja te reguly.
Modele te generuja tekst poprzez iteracyjne odszumianie i rownolegta predykcje catych
blokéw (wielu tokenéw na raz) tekstu. Pozwala to nie tylko na bardziej ztozone procesy
wnioskowania (planowanie ,przysztosci” zdania przed jego wygenerowaniem), ale przede
wszystkim drastycznie skraca czas inferencji. Mniejsza liczba krokéw potrzebna do
wygenerowania odpowiedzi oznacza krotsza prace akceleratora GPU i bezposrednia
redukcje zuzycia energii. Co istotne energetycznie réwniez po stronie treningu, czesé
prac idzie w kierunku ,dziedziczenia wiedzy” przez konwersje juz wytrenowanych modeli

autoregresyjnych do dLLM (zamiast trenowania od zera), np. LLaDA2.0 |66].

e Edge AI i nowe paradygmaty (np. Liquid AI): rozwoj to nie tylko ,wieksze” ale i
,mniejsze” oraz blizej uzytkownika. Przyktadem niech bedzie nowsza generacja Liquid

Foundation Models v2 (LFM2) |68] modeli, ktore sa projektowane stricte pod wdrozenia
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lokalne. Autorzy tych modeli ktada nacisk na pamieciooszczedno$é, niska latencje i
wysoka przepustowo$é na CPU/GPU/NPU. Celem jest mozliwos¢ uruchomienia
modeli na telefonach, laptopach czy w pojazdach bez dostepu do Integrnetu, ,chmury”.
Liquid raportuje m.in. do 2x szybsze prefill modelu i dekodowanie na CPU
wzgledem Qwen3 oraz dominacje na tzw. ,pareto frontier” (szybkos¢ vs rozmiar) dla
prefill/decode w scenariuszach on-device (m.in. ExecuTorch i llama.cpp). Od strony
architektury LEFM2 to hybryda kréotkich konwolucji z bramkowaniem oraz blokéw attencji
typu GQA (Group Query Attention). Takie rozwiazanie ma dawaé lepszy kompromis
jakosé—koszt niz czyste transformery (oczywiscie poréwnujac modele w tej samej klasie
liczby parametrow). Dodatkowo firma podaje ~3x poprawe efektywnosci treningu

wzgledem poprzedniej generacji, co obniza koszt wytwarzania takich ,portable” modeli.

Optymalizacja energetyczna to jednak tylko gra o czas. Jesli spojrzymy na fundamenty
fizyczne, ludzki moézg to procesor 20-watowy, w ktérym sygnaly biegna z predkoscia 30
m/s przy czestotliwosci 200 Hz. Krzem w 2026 roku operuje na mega-watach, przesyla
dane z predkoscig $wiatta i liczy w miliardach hercéw. Ta réznica 6-8 rzedow wielkosci w
fizycznych parametrach przesytu informacji sprawia, ze bariera ludzkiej inteligencji jest tylko
przystankiem. Energia jest kosztem, ale jej obfitos¢ w klastrach obliczeniowych jest gwarantem

przejscia od algorytmu komputerowego do co najmniej dobrego Al, jak nie do AGI.

Jesli wizja ,Al everywhere” ma sie spetnié (pytanie czy tak jest), modele muszq staé
sie bardziej wydajne w przeciwnym przypadku koszty produ zjedzq zyski z wdrazania

takich rozwigzan (to w perspektywie dlugoterminowej motywuje inwestorow).

License: CC BY 4.0 | https://creativecommons.org/licenses/by/4.0/ 22


https://creativecommons.org/licenses/by/4.0/

11 Optymalizacja interfejsu maszyna-czlowiek

Jak Al ma wspoélpracowaé w czasie rzeczywistym w $rodowisku pracy? Adaptacja Al, change
management by ludzie nadgzali za zmianami technologicznymi. Dbanie o aspekty ludzkie
wdrazania AL Raport Navigating the Jagged Technological Frontier [69] ujawnia, ze wspolpraca
z Al nie jest liniowa. Al wyréwnuje szanse podnoszac kompetencje stabszych pracownikow,
ale moze usypiaé¢ czujnos¢ ekspertéw i obnizaé jakosé ich pracy w zadaniach spoza domeny
modelu. Z drugiej strony, jesli automatyzujemy proste, powtarzalne zadania, eliminujemy
miejsca pracy, ktore nie wymagaja wysokich kwalifikacji. Ale czy tylko takie obszary zmienia
swoj charakter? Artykul Bartosza Naskreckiego i Kena Ono w Nature Physics |70] pokazuje,
ze nawet najbardziej abstrakcyjne i ztozone zadania ulegaja transformacji. Rola eksperta
przesuwa sie z ,poszukiwania rozwigzan” na ,weryfikacje intuicji” dostarczanej przez maszyne
(nawet jesli ta czasem ,halucynuje” poprawne wyniki). Wprowadzanie Al w $wiat ludzki to
zatem wyzwanie nie tyle techniczne, co psychologiczne i zarzadcze jak zaprojektowaé interfejs,

ktory utrzymuje czltowieka w petli decyzyjnej (human-in-the-loop) zamiast go usypiac¢?

Ciekawym zjawiskiem socjologicznym jest narastajacy rozdzwick miedzy ekspertami a ogd-
tem spoleczenistwa. Eksperci, uwiezieni w swoich waskich niszach, czesto lekcewaza postep,
wytykajac Al bledy, ktore system popetnit rok temu”. Tymeczasem laicy szybciej dostrzegaja
zmiany, bo widza model (np. OpenAl ChatGPT 5.2), ktory przewyzsza ich w 90% zycio-
wych kontekstow. To paradoksalnie ,zwykli uzytkowncy” moga sta¢ sie gtéwnym ,koniem

pociggowym” adopcji Al. Sceptycyzm ekspertow bedzie peit role hamulca bezpieczeristwa.

Technologia rozwija sie wyktadniczo, a ludzka zdolno$é adaptacyi — lintowo 1 nawet
najlepsze Al bedzie bezuzyteczne, jesl ludzie nie bedq potrafili z nim efektywnie

wspotpracowac lub poczujq sie zagrozeni.
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12 Demokratyzacja — Open Source w pogoni za liderami

Wejscie w rok 2026 definitywnie koniczy ere absolutnej dominacji zamknietych laboratoriow.
Niespodziewana ofensywa wydajnosciowa chiriskiego DeepSeek-V3/R1, Kimi, czy zrozni-
cowanej rodziny modeli Qwen udowodnity, ze dystans miedzy modelami zamknietymi a
otwartymi skurczyt si¢ do rekordowo niskiego poziomu. Szacuje, ze za kilka miesiecy granica
miedzy otwartymi a zamknietymi modelami zostanie catkowicie zatarta. Wiele flagowych,
otwartych modeli stanie sie ,linuksem sztucznej inteligencji’, tworzac standard, ktorego nie
da sie zignorowa¢. Dla wielu uzytkownikéw, firm coraz wazniejsze stana sie kwestie licencyjne

i ograniczenia uzycia niz sama jakos¢ odpowiedzi.

Mimo tej demokratyzacji ,szczyt piramidy” z calag pewnoscia pozostaje w rekach gigantow
takich jak Google, OpenAl, Anthropic, xAl. O ile modele otwarte zréwnaly sie z systemami
zamknietymi w zadaniach ogoélnych i kodowaniu, o tyle najnowsze modele OpenAl (np.
GPT-5.2 Pro) wcigz utrzymuja przewage w obszarach wymagajacych wysokiego kosztu
wnioskowania (wspomniany wezesniej Inference Scaling). Spotecznosé, czy prywatne firmy
nie s bowiem w stanie finansowa¢ takiej technologii na masowsg skale. By¢ moze bedzie to
mozliwe w przysztosci, kiedy rozwinie sie produkcja specjalizowanych i tanszych chipéow do

inferencji.

Widaé¢ rowniez, ze srodek ciezkosci ekosystemu open przesuwa sie w strone Chin. Tempo
releasow 1 udzial w rynku otwartych modeli rosnie. Chiiiskie firmy pozyskaty wysoka zdolnosé
operacyjna do bardzo szybkiego produkowania coraz bardziej zaawansowanych modeli Al.
To przekltada si¢ na presje konkurencyjna takze na zachodzie. Warto zauwazy¢, ze sukces
chinskiego ekosystemu open source nie wynika wytacznie z kopiowania zachodnich wzorcow.
To ,geopolityczna koniecznos¢”. Ograniczenia w dostepie do najwydajniejszych uktadow
scalonych (przyktad DeepSeek i wykorzystanie H800 - uktadéw z limitem na wysajnosé
pasma interkonetu miedzy weztami GPU) wymusily na tamtejszych inzynierach odejscie od
paradygmatu skalowania sity obliczeniowej na rzecz optymalizacji. Modele te wiec staja sie
idealnym towarem eksportowym dla panstw tzw. Globalnego Poludnia. Oferujac bardzo dobre
modele na zasadach Open Source Chiny buduja cyfrows strefe wptywow. Kraje rozwijajace
sie moga budowaé wlasne systemy Al bez ryzyka tzw. ,cyfrowego kolonializmu” i uzaleznienia

od amerykanskich korporacji.

Pytanie na 2026 nie brzmi wiec ,czy open dogoni closed”, tylko czy spotecznosé i firmy
zbuduja poréwnywalnie dojrzaty agentic stack. Moim zdaniem czué juz ,,oddech modeli” Open
Source na plecach komercyjnych firm amerykanskich. To réznica kilku miesiecy. Paradoksalnie
tez adopcje closed moze hamowa¢ ryzyko operacyjne, integracja i compliance, mimo, ze
systemy te dostarczaja ustugi o najwyzszej jakosci. Ta zmiana paradygmatu dotyka takze
samej architektury systeméw. Przechodzimy od proby budowy jednego, wszechwiedzacego
modelu na w strone roju wyspecjalizowanych agentow. W tym scenariuszu przewaga Chin

moze okazaé sie nie samo AGI (na punkcie, ktorego zafiksowany jest Zachod, a zwlaszcza
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Stany Zjednoczone) a dominacja w przemysle 4.0 i robotyce. Tam Al stanie sie systemem

operacyjnym fabryk przysztosci.

Open Source przestat byé darmowq alternatywq, a stat sie polisqg ubezpieczeniowq
dla cyfrowej suwerennosci. Prawdziwa moc nie lezy juz w postadaniu najlepszego

algorytmu, ale w prawie do jego uruchomienia bez pytania kogokolwiek o zgode.
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13 Od Doliny Krzemowej do Pentagonu — ,,The Project”

Czy rok 2026 to moment, w ktérym Al przestaje by¢ produktem, a staje sie bronia? Analizujac
tezy Leopolda Aschenbrennera (tzw. Situational Awareness) |1, musimy zadac¢ pytanie: czy
optymalizacja algorytmoéw nadal jest najwazniejsza, czy moze przegrywa z brutalng sitg
Jklastrow za miliardy dolaréow”? Symbolem tej zmiany jest ewolucja samej Doliny Krzemo-
wej. Dawna kultura ,naprawiania swiata” przy darmowym lunchu ustapita miejsca twardej
dyscyplinie korporacyjno-militarnej. Laboratoria takie jak OpenAl czy Anthropic operuja w
rezimie przypominajacym placoéwki strategiczne. Liderzy technologiczni zamienili skorzane
kurtki i bluzy na garnitury. Ze startuperéw stali si¢ partnerami prezydentow w zarzadzaniu

infrastruktura krytyczna.

Wchodzimy w faze, gdzie bariera nie jest juz tylko innowacyjnosé startupow, ale wydolnosé
sieci energetycznych catych panstw. Podczas gdy my, inzynierowie, cieszymy sie z wdrozenia
BitNet (wspominay w rozdziale 9), mocarstwa moga po cichu uruchamia¢ ,,Projekt” polegajacy
na nacjonalizacji wysitkow nad Al w imie bezpieczenstwa narodowego. Kluczowym wyzwaniem
staje sie nie tylko Alignment (czy model jest dobry?), ale Security i pytanie czy wagi modelu
stanowiace cyfrowy odpowiednik planéw budowy broni jadrowej sa skutecznie chronione
przed eksfiltracja przez obce wywiady? Byé moze najwiekszym ,przetomem” tego roku nie
bedzie kolejna architektura sieci, ale pierwszy w historii ,Jockdown” czotowego laboratorium
Al ktory doprowadzi do przekierowania wiekszej uwagi na aspekty bezpieczenistwa sztuczne;

inteligencji.

Powracajac jednak do ,energetycznego zwrotu”. W styczniu 2026 Meta oglosita pakiet
porozumieni jadrowych, ktory ma zapewni¢ (bezposrednio lub przez wsparcie sieci) do 2035
roku nawet do 6,6 GW czystej mocy [71]. Symbolem bezwzglednej pogoni za skalg stato sie
uruchomienie przez xAl klastra Colossus 2 [72]. Skala sprzetowa tego przedsiewziecia jest
trudna do zobrazowania przez pryzmat europejskich realiow. Colossus 2 operuje na setkach
tysiecy akceleratoréw (docelowo dazac do 555 000 ukladow Nvidia H100, H200, GB200
oraz GB300) [73]. Aby zrozumie¢ przepasé technologiczna, wystarczy spojrzeé na krajobraz
Polski. Nasz najwiekszy superkomputer Helios (pracujacy w krakowskim ACK Cyfronet AGH)
dysponuje zaledwie 440 kartami GPU Grace Hopper GH200. To co dla polskiej nauki jest
narodowa dumg i szczytem mozliwosci w klastrze Colossus stanowi zaledwie utamek promila

catkowitej mocy obliczeniowej.

Elon Musk po raz kolejny udowodnit, ze nie tylko energia ale rowniez tempo dziatania jest
nowa waluta w wyscigu zbrojenn Al. Colossus 2 stal sie pierwszym na $wiecie operacyjnym
klastrem treningowym o skali gigawatowej (1 GW). To pobér mocy przekraczajacy szczytowe
zapotrzebowanie catego San Francisco. Przejscie od placu budowy do pelnego dziatania (od
Colossus 1 do dzisiejszego 1 GW) zajelo niewiele ponad cztery miesiace. Strategia Muska jest
prosta - zakoriczy¢ skalowanie mocy przed tym jak konkurencja dopiero zatwierdzi takie plany.
Dalsza rozbudowa mocy Colosseus do 1,5 GW w kwietniu 2026 i docelowo do 2 GW. xAl
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definiuje na nowo pojecie ,przewagi strategicznej”’. To nie czyste skalowanie (dane, wielkosé
modeli), czy optymalizacja oprogramowania. Zwyciezca zostaje ten, kto potrafi najszybciej

przekué energie elektryczna w inteligencje.

To jest moment, w ktérym ,przewaga algorytmu” zaczyna przegrywacé z przewaga w dostepie
do energii i ciezkiego przemystu. Jesli prywatna korporacja podpisuje 20-letnie umowy i
wspotfinansuje rozwoj reaktoréow, to znaczy, ze Al staje sie nie tyle oprogramowaniem, co
czescig infrastruktury strategicznej. Infrastruktura strategiczna ma natomiast naturalng

tendencje do militaryzacji, reglamentacji i ,,nacjonalizacji w praktyce”.

Kiedy Al zaczyna pisaé samo siebie, wyScig komercyny konczy sie a zaczyna
wysScig zbrojen. Kto pierwszy ,zamknie” superinteligencie w bezpiecznym bunkrze,

ten wygra XXI wiek.
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14 Antropomorfizacja czy cyfryzacja

W dyskusji o AGI u progu 2026 roku najtrudniejszym wyzwaniem nie jest sama moc
obliczeniowa lecz definicja naszej wlasnej relacji z AI. Moim zdaniem zachodzi tu pewien
paradoks. Im bardziej Al staje sie ,ludzka” w swojej wewnetrznej warstwie, tym bardziej ,obca”
staje siec w swojej architekturze i procesach decyzyjnych. Staramy sie z niej robi¢ cztowieka
jednoczesnie nie pozwalajac jej by¢ sobg. Tradycyjnie poréwnujemy sieci neuronowe do modelu
ludzkiego mozgu, uzywajac terminéw takich jak ,uczenie”, ,pamieé¢” czy ,rozumowanie”. Jednak
w 2026 roku musimy uczciwie przyznac, ze to jedynie powierzchowna inspiracja. Z perspektywy
inzynieryjnej nie ma znaczenia jak bardzo nasladujemy biologie. Moim zdaniem liczy sie to,
czy skutecznie realizujemy funkcje celu takiego systemu lub jego komponentéow sktadowych.
Tu wtasnie przebiega linia demarkacyjna miedzy dwiema wizjami przysztosci czy wybierzemy

droge antropomorfizacji czy cyfryzacji.

Wybierajac $ciezke "lustra czltowieka"chcemy, by Al miato osobowosé czy symulowane emocje.
Rozmawiamy o $wiadomosci, przezywaniu bolu. To podejscie czyni technologie tatwa w
adopcji. Al staje sie idealnym asystentem, powiernikiem czy towarzyszem. Budujac jednak
model na nasz obraz i podobienistwo, skazujemy go na bycie lustrem naszych wtasnych
ograniczen. Taka inteligencja bedzie obarczona ludzkimi uprzedzeniami (bias), biologicznymi
bledami poznawczymi i co najwazniejsze zostanie zamknieta w ,klatce” ludzkiego jezyka,
ktory jest tylko waskim i stratnym protokotem komunikacji (ludzki opis $wiata jest dla mnie
kompresja opisu swiata - skupiamy sie na silnych wzorcach, pomijamy szum, ktory dla nas
nieistotny dla Al moze zmieni¢ wszystko). Jesli dalej bedziemy realizowaé¢ Al poprzez nauke
wzorcoOw ze skompresowanej wiedzy to nigdy nie wykroczy ona poza horyzont wyznaczony

przez nasza gatunkowsa przecietnosc.

Z drugiej strony mamy wizje pelnej cyfryzacji. Uwolnienia inteligencji Al od biologicznych
analogii. Jesli pozwolimy modelom operowaé¢ wytacznie w ich natywnej przestrzeni ukrytej,
komunikowa¢ sie za pomoca trudnych do interpretacji wektoréw, a nie stow i optymalizowaé
rzeczywistosé wedtug praw fizyki, a nie ludzkich narracji, zaryzykujemy stworzenie inteligencji
skrajnie obcej. Taki system prawdopodobnie rozwigze problemy fizyki kwantowej, biologii
molekularnej czy optymalizacji globalnych zasobow ale jednoczesnie stanie sie catkowicie
niezrozumialy. Czy zatem ,czarna skrzynka” zmieni sie w ,boski algorytm”™” Czy bedziemy
musieli na wiare przyjmowaé jej decyzje, bo ich logiczna gtebia przekroczy mozliwosci

biologicznego mozgu?

Wechodzac w 2026 rok musimy porzuci¢ wizje AGI jako ,myslacej maszyny” z filmoéw science-
fiction. Wszystko wskazuje na to, ze AGI to nie ,ktos” ale ,co§”. To bezosobowy i wielowy-
miarowy proces optymalizacji rzeczywistosci. To raczej nowy stan skupienia informacji niz
cyfrowa osoba. Dylemat miedzy antropomorfizacja a cyfryzacja to w rzeczywistos$ci pytanie o
kontrole. Czy wolimy Al, ktora rozumiemy? Czy chemy Al takiej, ktora jest nieomylna ale

ktorej motywacje pozostana dla nas na zawsze obce? OdpowiedZ na to pytanie zdefiniuje nie
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tylko rynek technologiczny ale i nasze miejsce w hierarchii inteligencji na tej planecie.

Ostatecznym sprawdzianem naszej dojrzatosci bedzie moment, w ktorym zaakceptu-
jemy, ze majpotezniejsza inteligencja na planecie nie musi mieé¢ twarzy, gltosu ani
serca, by sta¢ sie nowym i nicomylnym architektem naszej rzeczywistosci. Nawet

jesli ceng za ten porzqdek bedzie nasza catkowita niezdolnosé do zrozumienia jego

requd.
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15 Podsumowanie

Jesli tezy Shane’a Legga sg stuszne, rok 2026 zapamietamy jako moment, w ktérym przestato
mie¢ znaczenie, czy Al jest ,$wiadome”. Wazne stanie sie to, ze w wielu mierzalnych testach
poznawczych przestajemy byé¢ najmadrzejszym gatunkiem na planecie. Wehodzimy w zlota
ere, gdzie maszyna nie tylko bedzie wykonywata nasze polecenia, ale zaczyna optymalizowaé

naszg rzeczywistosé lepiej, niz my sami byliby$my w stanie to wymyslec.

Patrzac na powyzsze zestawienie, mam wrazenie, ze stoimy na progu konca ,prostych”
przeloméw wynikajacych jedynie z doktadania danych. Rok 2026 bedzie by¢ moze rokiem
inzynierii, optymalizacji i szukania glebi. Czy uda nam sie stworzy¢ Al, ktére nie tylko
przetwarza informacje, ale i faktycznie ,rozumie” kontekst swojego dziatania? Wroce do tej

listy pod koniec roku. Zobaczymy gdzie zawedrowato Al, a gdzie ludzie.

16 Dalsze kroki - Super Inteligence (SI) book

Niniejszy dokument bedzie aktualizowany oraz rozwijany. Mam nadzieje, ze w przysztosci,
czytelnik znajdzie w nim nie tylko wiele ciekawostek technicznych ale réwniez historie dojscia
do lepszego Al (moze AGI lub nawet ASI). Mam jeszcze jedna prosbe. Jesli uznasz, ze zapisane
tutaj przemyslenia sg wartosciowe, inspirujace i postanowisz ich uzy¢ w swoich publikacjach,

wypowiedziach - wspomnij prosze o zrédle inspiracji. Bedzie mi niezmiernie mito.
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